Workshop — Prediction
Analysis, Introduction to
(Gaussian Process Regression

AN MSC NASTRAN MACHINE LEARNING WEB APP TUTORIAL




Goal: Use Gaussian process regression to
oredict the true function

True Function Predicted Function

SleHump Camnsl-Back Function

4
Flx) = (4 - 2.1z + %) o + 212y + (—4 + 4a3);

Source: https://www.sfu.ca/~ssurjano/camel6.html

Questions? Email: christian@ the-engineering-lab.com L‘V HEXAGON



Contact me

Nastran SOL 200 training .. . .
christian@ the-engineering-lab.com

Nastran SOL 200 questions

Structural or mechanical optimization
questions

Access to the SOL 200 Web App

Questions? Email: christian@ the-engineering-lab.com u HEXAGON
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More Information Available in the Appendix

" The Appendix includes information regarding the following:
What is Gaussian Process Regression?

Appendix

Questions? Email: christian@ the-engineering-lab.com * ” HEXAGON
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Tutorial Overview

Use the Prediction Analysis web app to:

1. Partl
1. Perform a regression

2. Perform a Prediction

3. View the response surface of the
surrogate model

2. Part?2

1. Import training data from a structural
analysis

Perform a regression

View the response surface of the
surrogate model

Questions? Email: christian@ the-engineering-lab.com

Special Topics Covered

Gaussian process (GP) regression — This tutorial introduces users to GP
regression. Three different kernels, alternatively called covariance
functions, are used. The three kernels are Matern52, Exponential and RBF.

The Prediction Analysis web app uses the multivariate normal (MVN)
conditioning equations to calculate the mean and variance functions. The
mean function, or surrogate model, is used to make predictions and the
variance function is used to gauge the uncertainty of the predicted values.
The MVN conditioning equations have multiple names including: MVN
conditioning identities, Gaussian process regression, kriging and kriging
equations.

mean u(X) = 35(X, X,)E 1Y, Predicted values

variance  3(X) = B(X,X) — B(X, X, )2 1N(x, X")T Prediction
Uncertainty

HEXAGON
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The Post-processor Web App and HDF5 Explorer
are free to MSC Nastran users.

SOL 200 Web App Capabilities

Compatibility Benefits

* Google Chrome, Mozilla Firefox or Microsoft Edge ¢ Installable on a company laptop, workstation or * REAL TIME error detection. 200+  * Web browser accessible

* Windows and Red Hat Linux server. All data remains within your company.

D

error validations. * Free Post-processor web apps

e REALT TIME creation of bulk data ¢ +80 tutorials

Web Apps

entries.

PSHELL 1 - Plate
mmmmm PBARL 3- Hat_Stiffener

Web Apps for MSC Nastran SOL 200 Ply Shape Optimization Web App

Pre/post for MSC Nastran SOL 200.
Support for size, topology, topometry,

topography, multi-model optimization.

i S
LI5S
REE T e

SEIX

Shape Optimization Web App
Use a web application to configure
and perform shape optimization.

Questions? Email

Machine Learning Web App
Bayesian Optimization for nonlinear
response optimization (SOL 400)

Input Files
(BOF. DAT, etc.}

Local System
Windows
et eromser)

Result Files
(LOG, F06, OP2, etc.)

Remote System

Remote Execution Web App

Run MSC Nastran jobs on remote
Linux or Windows systems available
on the local network

: christian@ the-engineering-lab.com

PBMSECT Web App

Generate PBMSECT and PBRSECT

entries graphically

P(f)/A

Dynamic Loads Web App
Generate RLOAD1, RLOAD2 and
DLOAD entries graphically

L{; HEXAGON

Optimize composite ply drop-off
locations, and generate new
PCOMPG entries

Stacking Sequence Web App
Optimize the stacking sequence of
composite laminate plies

Post-processor Web App
View MSC Nastran results in a web
browser on Windows and Linux

M- Pasbcpaton Factor - mogrtde part

ME_FREQ_EGR - Trme, it of egen vave

HDF5 Explorer Web App
Create graphs (XY plots) using data
from the H5 file




The Engineering Lab

Open the SOL 200 Web App
CorreCt Page Select a web app to begin

1. Click on the indicated link

< -
< =
< =
= =
- = .

Sy

-~~ ’—-
*  MSC Nastran can perform many
optimization types. The SOL 200 Web
App includes dedicated web apps for the
following:

*  Optimization for SOL 200 (Size,
Topology, Topometry,
Topography, Local Optimization,
Sensitivity Analysis and Global
Optimization) Full list of web apps

*  Multi Model Optimization

* Machine Learning

* The web app also features the HDF5
Explorer, a web application to extract
results from the H5 file type.

Optimization for SOL 200 Multi Model Optimization Machine Learning | Parameter HDF5 Explorer Viewer
Study

Tutorials and User's Guide

Questions? Email: christian@ the-engineering-lab.com (4‘ HEXAGON
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SOL 200 Web App - Machine Learning  Parameters ~ Samples ~ Responses  Download  Results Connection  Settings  Home

C < >

Select a Results App

Open the B
Correct Page escton s

Click Results SOL 200 Web App - Prediction Analysis @ Home

Click Prediction Analysis
Gaussian Process (GP) App Connection Status

You are navigated to the Prediction
Analysis web app

Session 1D 8207

© Connected
Ensure it says Connected @ Output

GP &App Update - Starting the Gaussian Process (GP) app on the server
- Session ID: 8287
- Address: http://localhost:8888/optimization
Desktop App Update - Connecting to the SOL 28@ wWeb App...
GP App Update - Connection successful between the Mode 15 server and GP afp

1 L

Warnings and Errors

Warnings can be ignored

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 9
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Training and Testing Data

Training and x_training

I e St I n g D a ta ALt et X Delete all rows
REWQIEI  Select a CSV File - 5 i

When the Prediction Analysis web app

0.00e+00 1.93e+00 9.66e-01
is first opened, training and testing data
. . 1.00e+00 -1.09e+00 3.81e-01
is already preloaded. For this part of the . ) ¢
tutorial you do not have to upload 2.00e+00 7.07e-01 -3.00e-01
training or testing data. —— —— —
4.00e+00 6.82e-02 @ 4.03e-01
5.00e+00 -9.16e-01 -6.47e-01
6.00e+00 -2.05e-01 7.53e-01
_. - . 7.00e+00 6.65e-01 -1.15e-01
Training Data — The training data is a
collection of inputs and outputs of a black e i b
box function. The training data is used in 9.00e+00 9.33-01 -8.84e-01
Gaussian process regression.
Testing Data — The testing data is a « 234> [ 10 | 25 | 50 | 100
collection of inputs and outputs of a black '
box function. The testing data is used to . v

validate the predictions, i.e. the
predictions are compared to the testing
data’s outputs.

Technology Partner
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Regression @

Data Link to Table Status Status Description Output
¥_training Link [+] Ready GP App Update - The web browser has requested a regression
GP App Update - Starting regression
y_training Link o Ready - Constructing model for response yi
. - - Performing regression using the Matern52 kernel
e g re SS I O n X_testing (Optional) Link (+] Ready - Optimizing hyperparameters
- - Optimizing complete
y_testing (Optional) Link ) Ready - Regression successful
Navigate to the Regression section - Performing regression using the RatQuad kernel
- Optimizing hyperparameters
. - Optimizing complete
. . al1 Perform Regression @ :
To start the regression, click Perform Banrnccinn cuennee £
Regression I © Process complete | @
Click here tg view the Regression Results section
Output of the regression process is Warnings and Errors @
displayed @

Warnings can be ignored

The regression is complete when the
following status message is visible:

Process complete

Any warnings can be ignored

Click the indicated link to move to the
Regression Results section

Technology Partner

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 11



Output

Parameter
R | f GP App Update - Summary of Automatic Relevance Determination (ARD) @
e eva nce Or ARD measures predictive relevance of parameters and is used for parameter selection.
V . bl - High Value: The parameter xi is relevant
a rla e - Low Value: The parameter xi is irrelevant and could potentially be screened out
. [kernel: Materns2
Screening

| Response | i | w2
Automatic Relevance Determination (ARD) is

one of many methods to screen parameters.

| yv1 | 29.3195 | 9.510606
@ Parameters listed in decreasing order of relevance: x1, x2
After the regression, the ARD values are Kernel: Exponential
calculated and displayed in the output. | Response | X1 | x2 |

Scroll through the output until this section
is visible: Summary of Automatic Relevance
Determination (ARD)

A table is listed with the ARD values for
each response with respect to each
parameter. High values indicate the
variable is relevant.

When there are multiple responses, the
table will have multiple ARD values.
Deciding which parameters are relevant
across all responses is difficult. An
additional output is available as shown and
lists the parameters in decreasing order of
relevance across all responses. Parameters
listed at the start are more relevant than
parameters towards the end.

Technology Partner

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 12



Regression Results

Response Surface

Materns2

Reg reSS i O n Wiew Contour Plot
Results

[ - '!'(xTrajring} ]
Vo)
Double click p(x) | . [ = b ] @
| | =T
Single click y(X;sining) 5 I|I IJI w  95% Prediction

The predicted values (u(x)) and training

data are displayed. This plot is only @
visible if the training data has 1 or 2

parameters (variables).

nterval, Upper
95% Prediction
nterval, Lower

S

Questions? Email: christian@ the-engineering-lab.com u HEXAGON
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Prediction @

X_prediction

CSV Export CSV Import X Delete all rows
[ RIS CRl  Select a CSV File % import sample » x2

Prediction 1
edictio ®

This example used the Six-Hump Camel 10 | 25 | 50 100
function to generate the training data. The ‘ v
global minimum exists at (.0898, -.7126)

and (-.0898, .7126). A prediction is made at Perform Prediction
(.0898, -.7126).

Navigate to the Prediction section @ Output

Io Process complete I@ GP App Update - The web browser has requested a prediction
Inputs for the parameters have been GP App Update - Determining prediction

provided a prediction W|” be made at Click here to view the Prediction Results section
7
this point

GP App Update - MNormalizing Design - Scaling the input space to [@,1]
GP App Update - Sending prediction data to the web browser
GP App Update - Sending complete

Click Perform Prediction

The prediction is complete when the
following status message is visible: Warnings and Errors

Process complete
Warnings can be ignored

Technology Partner

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 14



Response
Surface

Navigate to the Regression Results
section

Double click p(x)

Single click p(Xpregiction)

Rotate the model until the prediction is
visible

Regression Results (1)

Response Surface

Materns2

View Contour Plot

el

m il

M P L

E :j_-:.FfE::I|::|:_F

E interval, Uppe
95% Prediction

=

W nterval, Lower

=

m

Questions? Email: christian@ the-engineering-lab.com u HEXAGON
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Comparison of
True Function
and Predicted
Response
Surface

This example used the Six-Hump Camel
function to generate the training data. The
global minimum exists at (.0898, -.7126)

and (-.0898, .7126).

A prediction was made at (.0898, -
.7126). The predicted response surface
(1(x)) does show a minimum close to
this point. The predicted surface does
well in capturing the behavior of the
original Six-Hump Camel function.

Virtual Library of Simulation Experiments:

Test Functions and Datasets

Optimization Test Problems

HOME

OPTIMIZATION

EMULATION/
PREDICTION

UNCERTAINTY
QUANTIFICATION

MULTI FIDELITY
SIMULATION

SIX-HUMP CAMEL FUNCTION

SbeHump Camel-Back Function

CALIBRATION/ TUNING

SCREENING

SheHunp Camel-Back Function

INTEGRATION

FUNCTIONAL DATA Matern52

OTHER TEST
FUNCTIONS AND CODE

Description:

Dimensions: 2

The plot on the left shows the six-hump Camel functi
the right shows only a portion of this domain, to allow
The function has six local minima, two of which are g 2
Input Domain:

The function is usually evaluated on the rectangle x,

Global Minimum:

f(x*) = —1.0316, at x" = (0.0898, —0.7126) and

Source: https://www.sfu.ca/~ssurjano/camel6.html

\
-

%1

View Contour Plot

%
¥y

I'I(XPI -=|Ji\.\|un)

Questions? Email: christian@ the-engineering-lab.com u

HEXAGON

Technology Partner
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Part 2

Questions? Email: christian@ the-engineering-lab.com 4 HEXAGON
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Training and Testing Data

Training and x_training

I e St I n g D a ta ALt et X Delete all rows
REWQIEI  Select a CSV File - 5 i

This part of the tutorial demonstrates how

Technology Partner

0.00e+00 1.93e+00 9.66e-01
you can upload your own training and
te Stl n g d ata . 1.00e+00 -1.09e+00 3.81e-01
2.00e+00 7.07e-01 -3.00e-01
3.00e+00 -6.87e-01 3.29e-01
4.00e+00 6.82e-02 4.03e-01
5.00e+00 -9.16e-01 -6.47e-01
6.00e+00 -2.05e-01 7.53e-01
7.00e+00 6.65e-01 -1.15e-01
8.00e+00 -1.68e+00 -6.54e-01
9.00e+00 9.33e-01 -8.84e-01
« 2 3 4 » [E 25 50 100
y N
Questions? Email: christian@ the-engineering-lab.com u HEXAGON 18



%*ﬂj b albatross » Downloads » - | 4 | | Search Downloads L |
Organize « Include in library - Share with - Mew folder ==« i a
. I = | Name B Date modified Type
B efO re Sta rt | n g B Desktop This folder is empty.

j. Downloads

Ensure the Downloads directory is empty in “Zl Recent Places @
order to prevent confusion with other files

& OneDrive

- Libraries
Documents
JF Music | o
[ Pictures
‘ Videos

*d Homegroup [ e m b

l 0 itemns

Technology Partner

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 19



Go to the User’s
Guide

1. Click on the indicated link

* The necessary BDF files for this
tutorial are available in the Tutorials
section of the User’s Guide.

The Engineering Lab

SOL 200 Web App

Select a web app to begin

< -
< =
< =
= =
- = .

Optimization for SOL 200 Multi Model Optimization Machine Learning | Parameter HDF5 Explorer
Study

o Tutorials and User's Guide

Full list of web apps

Questions? Email: christian@ the-engineering-lab.com (4‘ HEXAGON

Technology Partner
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Machine Learning, Nonlinear Buckling (Post-Buckling) Optimization of a
Reinforced Cylinder

A reinforced cylinder is fixed at the base and a load is applied laterally at its top.
Machine learning is performed to determine the optimal thicknesses of the
reinforcements to achieve a minimum eigenvalue of 30 while minimizing the weight.
This example features nonlinear buckling (post-buckling) analysis.

Obtain Starting

F I | Starting Files: Link
| eS Solution BDF Files:@

Find the indicated example

Click Link [(=fE]i=]
m‘Lﬂ b albatross » Downloads » - | “‘f| | Search Downloads 2 |

Organize = Include in library - Share with - Mew folder == » [ a

The starting file has been downloaded

-~
o

ﬁ Favarites Mame Date modified

Bl Desktop 1) 2_solution_files.zip 11,/30,/2020 1:09 PM

. Downloads @

"5l Recent Places
& Onelrive

3 Libraries - d i 3

I 1 item

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 21

Technology Partner



E@
®v|j » albatress » Downloads » V|“f|| Search Downloads ﬁl ®v| % <« Dow... » 2 soluti..

- |~$f | | Search 2 _solutio.. O |

Organize = = Open ~ Share with = Mew folder =~ [ @
2 Fovorites — = —— Organize - Include in library =+ 2 =« [ 9
-~
B Desktop 1| 2_solution_files 11/20/2020 1:11 PM Y Favorites Name
& Downloads 2_solution_files.zi 113042020 1:09 P .
“Zl Recent Places 1 : Open 1 - Desktop a_tmp_best_valid_value.csv
‘& OneDrive Open in new window j Downloads u app.config @
(2 Extract All... ‘5l Recent Places app_mnonitored_responses.csv
[ Libraries Edit with Notepad++ & OneDrive || app_multiopt.ibet
% ;‘”fm”“ Open with... W) modelbdf
usic
. . ] Fictues E— b [ Libraries 2| model_bc.bdf
O ta I n Sta rtl n g B8 videos Restare previcus versions @ Docurments
i@ Send to 3 J' Music
s Homegroup -
FlleS T [ Pictures
18 Computer Copy i Videos
. . - Create shortcut
Right click on the zip file € Network . . Delete
2_solution_fil i D dified Rename
= t E
Select Extract All... ~outionireszp e :
» Compressed (zipped) Folder Size: Properties
Click Extract =

@ LiIJ Extract Compressed (Zipped) Folders

The starting files are now available in a
folder Select a Destination and Extract Files

Files will be extracted to this folder:

Ch\Users\albatross\Downloads\2_solution_files Browse...

Show extracted files when complete

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 22
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SOL 200 Web App - Prediction AnaCDis

Training and Testing Data @

X_training
CSV Export CSV Import
. . Select a CSV File m Ocsv
Tralnlng and imported
. y_training
Testing Data
CSV Export CSV Import

The old training and testing data must be Select a CSV File m sl

deleted

Return to the Prediction Analysis web app ]

x_testing

Navigate to the Training and Testing Data

section CSV Export CSV Import

Delete any previous table data by clicking - sample x1

the four (4) buttons named Delete all rows

x_training, y_training - This specifies the x y_testing
inputs and y outputs used to train the
surrogate model. CSV Export CSV Import

x_testing, y_testing - This specifies the x _
. » B Export | JREHRIE  Select a CSV File
inputs and y outputs used to calculate the - m sample

Normalized Root Mean Square Error
(NRMSE) between the predicted values
and actual MSC Nastran responses. This
testing data is optional.

x_prediction — The x inputs at which to
make predictions.

Questions? Email: christian@ the-engineering-lab.com u HEXAGON

Technology Partner

X Delete all rows

X Delete all rows

: I

=]

I v I =
a7

yi

X Delete all rows

X Delete all rows

I K'I

yi
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Training and Testing Data

X_training @
CSV Export C3V Import

G csv
imported
1 1. 1.842105

2 1.210526 2.804737

3 1.421053 3.047368

Training and | :
TeSti ng Data 3 @ 1.842105 1.210526

g 2052632 2263158
New training data can be imported as follows B 2263153 3315780
. - : s 2473684 4362421
Navigate to the section titled x_training @vu » albatross » Downloads » 2_solution_files ~ | 42 || Search 2_solution_fites 2|
w— P - 2664211 1631579
Click Select Files i B ; &
X Favorites 1=  Name Date modified Type Size 2894737 288421
Select the flle t|t|Ed app.config - Desktop a_tmp_best_valid_value.csv A~ 11/30/2020 1:11 PM  Microsoft Excel C... 3KB )
|8 Downloads | ] app.config (3) 11/30/2020 1:11 PM  CONFIG File 1KB | 10 25 50 400
. ‘%l Recent Places app_moni‘tored_rasponses.mv 11/30/2020 1:11 PM Mlicrosoft Excel C... 2KB :
CIICk Open ¢@ OneDrive
Click Import (S Libraries '
@ Documents
. - Jl Music
The x inputs of the training data are now i Pictures
imported BE Videos
& Homegroup
1M Computer ¥,
File name: app.config ~ [ Custom Files (r.csv;*.config)  ~|
4 Open |v] ’ Cancel ]
Questions? Email: christian@ the-engineering-lab.com ﬂ HEXAGON 24
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Training and
Testing Data

Ensure you are at the y_training section
Click Select Files

Select the file titled
app_monitored_responses.csv

Click Open

Click Import

The observed values, or monitored
responses, of the training data are now
imported

y_training @

CSV Export CSV Import
; ©csv
app_monitored_responses.csv sample y1
imported
0001 545691.82569...
ooz G04961.45302...
D003 @ 663231.15460...
0004 721500.78193...
0005 G616319.64267 ...
0006 G74589.37800...
0007 T32858.97158...
791128.598917 ...
%q D Sibatae M Donnioadss N2 olufionhie « [ 42 ][ Search 2 solution_fites Pl 035180
Organize * Mew folder e
i - o e TT9749.57914 .
T'-\( P Name Date modified Type Size
m Desktop a_tmp_best_valid_value.csv 11/30/2020 1:11 PM Microsoft Excel C... 3KB
j Downloads u app.config 7/ \ 11/30/2020 1:11 PM  COMNFIG File 3KB
"l Recent Places |@ app_monitored_responses.csv \3) 11/30/2020 1:11 PM  Microsoft Excel C... 2KB
@& Onelrive
[ Libraries I
@ Documents
Ji Music
[E5] Pictures
B videos

*& Homegroup

1% Computer

—

File name: app_monitored_responses.csv

Questions? Email: christian@ the-engineering-lab.com

+ [ Custom Files (".csv".config) ]|

@| open |v| | Concel ]

Technology Partner
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X Delete all rows

y2
16799364394
31.542717789. ..
40571556319,
45396227617 ...
25997949299
43666431201
54.7238185146..
53372495633
53.719887569. .

57.4995196771...

‘ 10 | 25

25

a0

100



Training and
Testing Data

No data is imported for the testing data
sections.

The testing data is optional. The testing
data is used to test the predictions, i.e. the

observed responses of the testing data are
compared to the predictions. The
procedure is generally as follows:

A second parameter study is performed
at different x inputs.

The results of the second parameter
study (app.config and
app_monitored_responses.csv) is
imported to the testing section.

The web app computes the normalized
root mean square (NRMSE) value.

X_testing

CSV Export CSV Import

ki Select files Select a CSV File

y_testing

CSV Export  CSV Import

| WL R Select a CSV File

Questions? Email: christian@ the-engineering-lab.com

!.4
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X Delete all rows

® Delete all rows

x
= =
- -
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SOL 200 Web App - Prediction Analysis Home

Regression

Data Link to Table Status Status Description output

X_training Link [+] Ready GP App Update - The web browser has requested a regression =
GP App Update - Normalizing Design - Scaling and shifting the input space to

y training Link Ready GP App Update - Starting regression

. ° - Constructing model for response yl
Reg re SS I O n x_testing (Optional) Link (] Ready - Performing regression using the Matern52 kernel
- Optimizing model hyperparameters
(] Ready - Optimizing complete

y_testing (Optional) Link
After the training data has been Log Marginal Likelihood: -22.641525

imported, a regression and prediction @ ) ol

can be performed.

© Process complete

Click here to view the Regression Results section
Warnings and Errors

Warnings can be ignored

Technology Partner

Questions? Email: christian@ the-engineering-lab.com u HEXAGON 27



Response
Surface

Navigate to the section titled GP App
Output

Select response y2

Navigate to the section title Response
Surface

Click the Home icon to fit the plot in the
view

Rotate the model by holding down the left
mouse button and moving the mouse

If the model consists of 1 or 2 parameters,

a response surface will be displayed. For
models with 3 or more parameters, the
response surface is not displayed.

Matern52

Response Surface @

Exponential
View Contour Plot
55 = e Sl
50
‘»‘% 45
2 AD
% 35
& ®
% ®
20
5
A
3
x1 £
2 2
* 5 - -5 x x2
&
GP App Output (1)
Select a response
’ 7\
e Q)
Matern52 Exponential
Kemel Response Subset Bample HKernel
MATERNMNS:! y2
Matems52 y2
Matem52

X_TRAINING
y¥2

X_TRAIMING

Questions? Email

: christian@ the-engineering-lab.com

Response Subset Sample
EXPONEN y2
Exponential

¥z X_TRAINING
Exponential 2

X_TRAINING

.4 HEXAGON
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RBF

View Contour Plot

Y(Xrraining)
H(x)
a=(x)
950 Predictio
Interval

WY

RBF

Kernel
RBF

RBF

REF

Response

Subset

y2

y2 K_TRAINING
y2

X_TRAINING

28

x2

Sample

View Contour Plot

* Y(Xraining)




End of Tutorial

Questions? Email: christian@ the-engineering-lab.com )¢’ HEXAGON
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Appendix Contents

° What is Gaussian Process Regression?

Questions? Email: christian@ the-engineering-lab.com 4 HEXAGON

‘, Technology Partner



What is Gaussian
Process Regression?




(Gaussian Process Regression Overview

Training Data

MVN Conditioning Equations Predicted Values

D,,: Training data X,
(inputs) and Y,, (outputs)

Mean: u(x)

pu(X) = X(X, Xn)ET:lYn (Prediction Model)
B(X) = S(X,X) - 5(X, X,)5, 'S(X, X,,) "

Kernel (Covariance Function)* Prediction Uncertainty

k(x,x)=2(x,x)

Variance: o2%(x)
Sometimes expressed as X (x)

* Hyperparameter optimization is part of the procedure but not covered in this presentation
** u(x): This function corresponds to the mean function or kriging model. This function is the prediction model,
also known as the surrogate model, meta model or emulator.

Questions? Email: christian@ the-engineering-lab.com HEXAGON
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Multivariate Normal (MVN) Conditioning
Equations

The following must be calculated: Covariance Matrix, Mean and Variance

Z(Xr X) Z(X; Xn) ) X, Training locations

Covariance Matrix X = (Z X)) 5, =X, X)) x: Testing (predictive) locations
n’ n nn

Apply the covariance function X (x, x") (kernel k(x, x"))

* X(x, x): Covariance between testing (predictive) locations and themselves

* X(x,X,): Covariance between testing (predictive) and training locations

* X(x,X,,): Covariance between training and testing (predictive) locations,
which is the transpose of Z(y, X;,)

* X, = X(X,, X,): Covariance between training locations and themselves
MVN Conditioning Equations (Mean and Variance)
Also referred to as “Gaussian process regression,” “kriging” or “kriging equations”
mearn ,UJ(X) = E(X: Xn )E;l}/n Prediction Model (Vary y to make predictions)

and variance E(,ﬁt’) — E(X:‘;t’) _ E(X: XH)E,EIE(X: XH)T Prediction Uncertainty

Questions? Email: christian@ the-engineering-lab.com L“; HEXAGON
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Example 1
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Example 1

Suppose a black box function was executed
at 4 different samples (x1, x2 combinations)

With limited data (x and y), what does the

response surface look like?

Training Data

ETTE ER R

H W NN

Questions? Email: christian@ the-engineering-lab.com

-1.03
.49
1.77
3.62

1.76
.49
-1.77
3.76

-1.56E-02
3.04E-01
3.38E-03
5.43E-12
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Training Data and Testing (Predictive)
Locations

Suppose you have the following training data (X,, and Y,;) and testing locations (y)
° X, : The training design consists of 4 points

° x :The test design (locations to make predictions) consists of 2 points

P)
35 .69
_|_-65_ _ 46 | . 1 Tl
x1 =103 ~ 176 fy ~|~= 1.56e — 02
X 1—[— ]—= Yy 3.04e — 01
Xn 49 49 3386 — 03
177 =177 = 130 19
| 362  3.76 | e ]

The goal is make predictions (y *) for points in y

Note
° Xy inputs of the training data
> Y,: outputs of the training data
° y or x: inputs of the testing data (predictive locations, i.e. points to make predictions)
° y *: predicted outputs X: upper case of Greek letter chi (pronounced kai in English)

- D,: Training data X,, and Y, x: lower case of Greek letter chi

Questions? Email: christian@ the-engineering-lab.com \,.‘ HEXAGON
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Calculation of the Covariance Matrix

1. Select a covariance (kernel) function

> Many covariance functions (kernels) exist: Radial Basis Function (RBF), Matern 5/2, 3/2,
Exponential, ...

° For this example, a form of the RBF covariance function is used. This covariance function is
described as the “inverse exponentiated squared Euclidean distance”

k(x,2) = S(x,2') = exp{~|jz —a'|[*} = e~

2. Calculate D (Distance Matrix)
D =X - X||? “Norm between X and X, squared”

3. Calculate X' (Covariance Matrix)

Y=e P

Questions? Email: christian@ the-engineering-lab.com \.‘ HEXAGON
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Calculation of D

—
V(35 — 35)2 + (.69 — .69)2 V(35 — .65)2 + (.69 — .46)? J(35 — —1.03)2 + (69 — 1.76)2 /(35 — 49)2 + (69 — .49)? J(35 = 1772+ (69 — —=1.77)2 /(35 — 3.62)2 + (69 — 3.76)?
=0 =.1429 =3.0493 = 0596 =8.068 =20.1178
1429 V(65 — .65) + (46 — .46)? J065 = —1037 + (46 — 1767 /(65 — 49)? + (46 — 49)? V(65 — 1.77)% + (46 — —177)>  [(65 — 3.62)% + (46 — 3.76)?
= =45124 = 0265 =6.2273 =19.7109
3.0493 4.5124 J(E103 = —1.03)2 + (1.76 — 1.76)2 /(103 — 49)2 + (1.76 — 49)2  /(=1.03 = 1.77)2 + (1.76 — —1.77)2 /(—1.03 — 3.62)2 + (1.76 — 3.76)?
=0 =3.9233 =20.3009 =25.6225
.0596 3.9233 2 2 2
.0265 J(49 = 49)2 1 (49 — 49)2 V(49 — 1.77)2+ (49 — —177)2 /(49 — 3.62)2 + (49 — 3.76)2
=0 =6.746 =20.4898
8.068 2 2
62273 20.3009 6.746 V77 = 1772 + (=177 = 1772 J(1.77 — 3.62)? + (—1.77 — 3.76)?
—0 =34.0034
‘ 25.6225 20.4898 34.0034 2
20.1178 19.7109 JB62 — 362)% + (3.76 — 3.76)
=0
—
|
Questions? Email: christian@ the-engineering-lab.com \‘ HEXAGON
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Calculation of X

B e =1 e~1%29 = 8668 e™30493 = 0474 e™05% = 9421 e~8968 = 0003 e~201178 = 1.832e-9 ]
8668 e =1 e~*5124 = 0110 e™0265 — 9738 e62273 = 0020 e~197109 —3 ge-9
0474 .0110 =1 e™39233 = 0198 e~203009 =1 5e-9 e™256225 — 750 12
o .9421 9738 .0198 e =1 e~ 6746 = 0012 204898 — 1 7636.9
.0003 .0020 1.5e-9 0012 e =1 e7340034 — 17e — 15
1.832e-9 2.8e-9 7.5e —12 1.263e-9 1.7e — 15 e = 1

Questions? Email: christian@ the-engineering-lab.com ‘ HEXAGON
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Calculation of X




Calculation of Predictive Quantities

The MVN conditioning equations are used to determine the predictive quantities mean and
variance

mean u(X) = 2(X, X)X Y,

_ s (02849657 Predicted values for locations in y
KGO =¥ = (5 5054011)

and variance X(X) = D(X, X) - L(X, X)X 18X, X,,) "

0.11154162 —0.05042265

200 = (—0.05042265 0.05155061

) Prediction Uncertainty

The diagonal terms are the variances at prediction points 1 and 2

0.11154162
2 o
*(X) (0.05155061)

Questions? Email: christian@ the-engineering-lab.com !,“, HEXAGON



R
Code to replicate this example in R

distance (XX, X)
exp (-DX)

library(plgp) DX
SX

eps = sqgrt(.Machine$double.eps)
# Calculate the predictive mean and predictive variance

# Training points S i
X = rbind(c(=-1.03,1.76), c(.49,.49), c(1.77,=1.77), c(3.62,3.76)) # Predictive mean

mup = SX $*% Si $*% y
# The goal is to fit this function: y(x) = x1 * exp(-x1"2 - x2"2) mup

y = X[, 11 * exp(-X[,11%2 - X[,2]*2)
# Predictive variance

# Test points Sigmap = SXX - SX %*% Si $*% t(SX)

XX = rbind(c(.35, .69),c(.65, .46)) Sigmap

XX

# Sigma 22 (Sigma) and its inverse (Si)

(iR iisdtissdtddadtadadsadmatadiddhddidddddiddssdissssdi OUtpUt

# Distance among the Training Data
D = distance (X)
Sigma = exp (-D)

Si = solve(Sigma) = # REHERHS Ht Ht s
= # Predictive mean

= mup = SX %%% S1 ¥*% y

Console Terminal Jobs

=f

# Sigma 11 - mup

# HHH AR

# Distance among the Testing Data [1)]] 0.2849657

DXX = distance (XX) [2 Mean
SXX = exp (-DXX) =

= # Predictive variance

1 = - o 1 e
# Sigma 12 and Sigma 21 (Transpose of Sigma 12) > Signap = SXX - SX K¥X S1 ¥*% t(SK)

= 51
BRI 4 o £
# Distance between training and testing data [1,1] ©.11154162 -0.05842265 .
[2,]|-0.05042265 0.05155061 Varlance

=
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R
Code to replicate this example in R with Plots

library(plgp) DXX = distance (XX)
library(lhs) SXX = exp (-DXX)
eps = sgrt(.Machine$double.eps) # Sigma 12 and Sigma 21 (Transpose of Sigma 12)
# o R
# Training Data # Distance between training and testing data
#odHFE R DX = distance (XX, X)
# Training points SX = exp (-DX)
number of sample points = 4
X = rbind(c(=-1.03,1.76), c(.49,.49), c(L.77,=1.77), c(3.62,3.76)) # Calculate the predictive mean and predictive variance
# oA
# Observed values mup = SX $*% Si $*% vy
# The goal is to fit this function: y(x) = x1 * exp(-x1"2 - x2"2) Sigmap = SXX - SX %*% Si %*% t(SX)

y = X[, 1] * exp(-X[,1]1%2 - X[,2]"2)
# Predictive standard deviation

# Testing Data diag(Sigmap)
#odFFE R sdp = sqgrt(diag(Sigmap))
# Test points
number of test points_per axis = 40 # Figure 5.5
xx = seq(-2, 4, length=number of test points per axis) par (mfrow=c(l, 2))
XX = expand.grid(xx, xx) cols_a = hcl.colors (128, palette = "viridis")
cols_b = heat.colors(128)
# Sigma 22 (Sigma) and its inverse (Si) image (xx, xxX, matrix(mup, ncol=length(xx)), xlab='x1', ylab='x2', col=cols_a)
#odFFEE R R points(X[,11, X[,2])
# Distance among the Training Data image (xx, xx, matrix(sdp, ncol=length(xx)), xlab='x1', ylab='x2', col=cols_b)
D = distance (X) points(X[,1]1, X[,21)
Sigma = exp(-D) + diag(eps, nrow(X))
Si = solve(Sigma) # Figure 5.6
persp(xx, xxX, matrix(mup, ncol=number of test points per_ axis), theta=-30, phi=30,
# Sigma 11 xlab="x1"', ylab='x2"', zlab='y', zlim = c(-.5,.5))

OoRFHH AR R R R R R

# Distance among the Testing Data
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Predictive Quantities Mean and Standard
Deviation

Standard Deviation: o(y)
Mean: u(x) (Square root of variance)

Not Good — High Standard

® M T Deviation — High Variance — High
Prediction uncertainty
(Prediction is not reliable)

; T .

- Good — Low Standard Deviation
o o~ — Low Variance — Low Prediction
e — e — - . I .
uncertainty (Prediction is
‘ reliable)

c} m =] . . . .
Prediction uncertainty is
lowest near training

A - ;
data locations

; - L]

| | | | | |
-2 -1 0 1 2 3 4 -2 -1 0 1 2 3 4
x1 x1
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Comparison of True Function and
Prediction Model

True Function Prediction Model (u(x))

Gramacy & Lee[2008) Function

i
7 ﬂﬂ” ":",g"ﬂ:t‘:
':ﬁ‘w""wfﬂ!ﬂﬂ{ﬂﬁ?f

e

f(x) =z, exp(—zi — 23)
Source: https://www.sfu.ca/~ssurjano/grlee08.html
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